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Abstract

We show how near-elastic vibro-impact problems, linear or nonlinear in-between impacts, can be conveniently analyzed

by a discontinuity-reducing transformation of variables combined with an extended averaging procedure. A general

technique for this is presented, and illustrated by calculating transient or stationary motions for different harmonic

oscillators with stops or clearances, and self-excited friction oscillators with stops or clearances First- and second-order

analytical predictions are derived, and shown to agree to estimated accuracy with results of numerical simulation.

r 2007 Elsevier Ltd. All rights reserved.
1. Introduction

The purpose of this paper is to show how near-elastic vibro-impact problems can be conveniently analyzed
by a discontinuity-reducing transformation of variables combined with an extended averaging procedure.

Vibro-impact systems are characterized by repeated impacts. Applications include devices to crush, grind,
forge, drill, punch, tamp, pile, and cut a variety of objects, and vibrating machinery or structures with stops or
clearances [1]. Also, vibro-impact is involved in noise- and wear-producing processes, as with rattling gear
boxes and heat exchanger tubes. The analysis of such systems is often difficult, mainly due to the inherent
presence of strong nonlinearity: Even if a vibro-impact system can be considered linear or weakly nonlinear in-
between impacts, the impacts correspond to a force-displacement relation which is nonlinearizable at the point
of impact contact, or has a dominating nonlinear component. Using kinematic impact formulations, this
nonlinear effect is taken into account through the prescription of a discontinuous change in relative velocity at
impact times. With near-elastic impacts, these discontinuities are ‘‘large’’, i.e. of the order of magnitude of the
impact velocities themselves.

In this paper, we present a general procedure and several application examples, showing that near-elastic
vibro-impact problems, linear or nonlinear in-between impacts, can be conveniently analyzed by a
discontinuity-reducing transformation of variables, combined with an extended averaging procedure that
allows the resulting small discontinuities of the transformed system. First- and second-order analytical
ee front matter r 2007 Elsevier Ltd. All rights reserved.
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predictions are derived, and shown to agree to estimated accuracy with results of numerical simulation. We
consider only near-elastic vibro-impact, although averaging may be applied also for the inelastic case [2]. Parts
of this research have been presented by the authors elsewhere [2–5]; in this paper we collect, supplement, and
update these results, aiming at a coherent and self-contained presentation, illustration, and test of the
procedure.

The classical approach of analyzing vibro-impact problems is stitching [6], i.e. equations of motions are
integrated in-between impacts, kinematic impact conditions are used to switch between time intervals of
solution, and solutions over times involving several impacts are obtained by gluing together a suitable number
of such partial solutions. Variants of this involve setting up and analyzing discrete maps between successive
impacts [7]. For numerical simulation, stitching and its variants can be simple and effective, with appropriate
numerical (e.g. Ref. [8]) or semi-analytical (e.g. Ref. [9]) algorithms. However, for obtaining purely analytical
solutions stitching is elaborate, and any nonlinearity in-between impacts makes it difficult to apply.
Furthermore, for typical applications it is not necessary to obtain solutions at the level of detail provided by
exact methods. Of more interest may be condensed measures such as oscillation frequencies, stationary
amplitudes, and the stability of motions.

Thus, for vibro-impact problems approximate analytical methods are necessary and useful. Among these
are the methods of harmonic linearization [1], averaging [10–12], and direct separation of motions [13], each with
their particular strengths. In particular the method of harmonic linearization, as introduced by Babitsky [1] in
the 1960s, has been used successfully to solve many vibro-impact problems. This approach is convenient
in use, but mathematically not well supported; results need careful validation by, e.g., numerical simulation, in
particular for systems operating away from resonance. Also, harmonic linearization does not distinguish
between different dynamical regimes, i.e. the variety of impact oscillations is not captured.

The approach suggested in this paper—discontinuous transformation combined with extended averaging—
is founded on original ideas by in particular Zhuravlev [14], Pilipchuk [15], and Ivanov [12]. In this paper,
the approach is mathematically supported by a theorem [2,3] similar to the standard averaging theorem [16],
thus providing estimates of the accuracy of approximation, and a systematic procedure for increasing
the accuracy to any desired level. In contrast to harmonic linearization, it assumes a kinematic rather
than a kinetic impact formulation. Compared to classical [6] or semi-analytical [9] stitching, it provides
analytical solutions valid at all times (i.e. free of switching conditions), and also works for systems that are
nonlinear in-between impacts. The latter nonlinearities can be weak or strong or even essential (as e.g. u3 or
sgn(u)), if just the solution of the unperturbed system is known. Compared to the averaging approach
described by Ivanov [12], the discontinuous transformations used with the present approach need not
eliminate the impact discontinuities completely. This is a considerable advantage, since setting up (and
physically interpreting) transformations that eliminate discontinuities completely is far from trivial and
requires some ingenuity; we believe this is the main reason as to why Ivanov’s original and elegant
approach has not gained more popularity among applied scientists. Still, there is no general rule for suggesting
workable transformations, but we provide a range of examples that may work directly or serve as inspiration
for other cases.

Since the purpose of this paper is to demonstrate the practical applicability of a method for analyzing vibro-
impact problems, we attempt describing the method without unnecessary mathematical complication, and to
exemplify its use through a range of different applications. The mathematical models used with these examples
are chosen for their simplicity and familiarity in applied mechanics; we are not concerned with the accuracy of
these models for describing physical reality, but only with the accuracy of the method we suggest for analyzing
them. Thus we check the accuracy only against the numerical simulation of each model, but not against other
models or experimental results. Also, aiming at showing several examples, for each example we focus on the
key steps in using the proposed method, check its accuracy, and demonstrate the usefulness of having simple
analytical results for understanding system behavior—but do not dwell to use the results any further, to
examine system behavior more thoroughly. We do not survey the abundant literature on the modeling of
particular vibro-impact systems and the study of their dynamical behavior, to which this paper does not
contribute anyway, but refer instead to classical texts [1,6,17], and to active research groups in this area, e.g.
see the works by Wiercigroch (e.g. Ref. [8,9]), Champneys (e.g. Ref. [18]), Babitsky (e.g. Ref. [19]), and their
co-workers.
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Section 2 illustrates in a simple setting the basic idea of employing an unfolding transformation to eliminate
discontinuities for purely elastic vibro-impact systems. With inelastic impacts such transformations will not
eliminate the discontinuities, but for near-elastic impacts they will be reduced to a value which is small
compared to the impact velocities. This motivates Section 3, which shows how to apply asymptotic first-order
averaging for general systems of ordinary differential equations containing small discontinuities. Section 4
then presents four application examples, where discontinuous unfolding transformation (Section 2) and
averaging (Section 3) are combined, resulting in approximate analytical expressions for key properties such as
oscillation amplitudes and frequencies. Section 5 extends the general discontinuous averaging procedure to the
second order, and presents an application example, illustrating the increased accuracy and computational
burden as compared to first-order analysis. Section 6 concludes that discontinuous transformations combined
with averaging seems applicable for analyzing a range of vibro-impact problems, and that its potentials could
be examined further and compared more systematically to alternative methods.

2. Basic idea of the unfolding discontinuous transformation

Here we follow Ref. [2] in illustrating, in terms of a simple vibro-impact system, how an unfolding
transformation can be used to eliminate impact discontinuities. Assuming purely elastic impacts, the motions
of the harmonic oscillator in Fig. 1(a), bouncing against a rigid stop at s ¼ 0, are governed by:

€sþ s ¼ 0 for s40,

sþ ¼ s� and _sþ ¼ �_s� for s ¼ 0, ð1Þ

where overdots denote differentiation with respect to time t, and subscripts plus and minus indicate states
immediately before and after impact, respectively. The general solution is

sðtÞ ¼ Aj sin ðtþ yÞj (2)

which is shown in Fig. 1(b) (solid line) for initial conditions corresponding to (A,y) ¼ (1,0); it is nothing but a
folded sine function. But this in turn means that the discontinuity in Eq. (1) can be removed by a
discontinuous transformation defined by

s ¼ jzj; z�zþo0, (3)

where the inequality condition implies that the new variable z(t) changes sign at every impact; this removes the
non-uniqueness of the transformation due to |z| in the first equation. Inserting Eq. (3) into Eq. (1), the system
0
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0

1

t

z (t)

s (t)

k=1

sm=1

Fig. 1. (a) Harmonic oscillator with a stop. (b) A solution s(t) to Eq. (1) (in solid line), and its unfolding z(t) (dashed) as given by the

transformation (3).



ARTICLE IN PRESS
J.J. Thomsen, A. Fidlin / Journal of Sound and Vibration 311 (2008) 386–407 389
transforms into:

€zþ z ¼ 0; za0

zþ ¼ z� and _zþ ¼ _z�; z ¼ 0, ð4Þ

where the second line is given only to emphasize that the transformed system is now continuous at z ¼ 0. This
also appears from the graph of z(t) in Fig. 1(b) (dashed line), where the ‘unfolding’ or mirroring of every other
oscillation of s(t) due to Eq. (3) is seen to eliminate the discontinuity at zero. Hence the transformation
(3) turns (1) into a simple linear oscillator equation, with solution z ¼ A sin(t+y), corresponding to
s ¼ |z| ¼ A|sin (t+y)|.

Supposing we did not know the exact solution (2), it could be easily derived by first using the discontinuous
transformation (3), then solving the transformed system for z, and finally back-transforming to obtain s. Even
if impacts were not purely elastic, and other sources of energy dissipation or energy input or nonlinearities
were present, a transformation similar to Eq. (3) might possibly eliminate or reduce the discontinuity of the
original system, as will be illustrated with the examples in Section 4.

In many cases relevant for applications, a system so transformed is weakly nonlinear, and contains
discontinuities that are small (as compared to impact velocities). Weak nonlinearities can be handled by
perturbation methods such as averaging, but even small discontinuities create obstacles for this. Next we
describe how to use averaging for systems with small discontinuities.

3. Averaging for vibro-impact systems: general procedure

3.1. Introduction

Here we summarize a technique, presented in Ref. [11] and developed in Ref. [2], for averaging differential
equations with small discontinuities, recalling that such differential equations may appear after a
discontinuity-reducing transformation for a near-elastic vibro-impact system.

Common perturbation methods such as averaging [2,20], multiple scales [21], harmonic linearization [1], and
direct separation of motions [2,13,22] all have difficulties in handling discontinuities that occur with vibro-
impact systems. Typically the coordinates of the impacting objects remain continuous, while the discontinuous
change of velocities during impact may be of the order of magnitude of the velocities themselves. An effective
approach, which enables the application of averaging to systems with impacts, works by eliminating or
reducing the discontinuity from the equations by employing a variable transformation that contains or unfolds
the essential discontinuity, as was illustrated for a simple case in Section 2. This idea was suggested by
Zhuravlev [11,14,23,24], and developed for different applications in, e.g., Refs. [5,12,15,25–29]. The original
objective was to eliminate the discontinuity completely and to apply standard averaging. This is quite
successful for perfectly elastic impacts, but in the case of even small energy dissipation during impacts, it
becomes difficult to find suitable transformations that seem reasonably simple and with a clear physical
interpretation. This seems to impede general use of discontinuity-removing transformations.

However, it is actually not necessary to eliminate the discontinuities completely, but only to reduce them to
a sufficiently small level, comparable to other sources of energy dissipation, and to generalize the averaging
technique for that case. This combination—of a discontinuity-reducing transformation and generalized
averaging—leads to an efficient approach for a symptotic analysis of impacting oscillators, as will be described
below and exemplified in the following sections.

3.2. Standard averaging (for smooth systems)

Standard averaging applies to systems of the form:

dx

dj
¼ �fðj; xÞ, (5)

where x(j)ADCRn, j is the independent variable (not necessarily time or even related to time), and e51 is a
small parameter. According to the averaging theorem [2,16], if f is 2p-periodic (but not necessarily continuous)
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in j and bounded and Lipschitz-continuous in x on D, then on the scale jpO(1/e), x is asymptotically close to
the solution x1 of the averaged system:

dx1

dj
¼ �hfðj; x1Þij, (6)

where / S denotes averaging over j

hgðjÞij ¼
1

2p

Z 2p

0

gðjÞdj. (7)

For application of the method to be described below, it is important to recall that a function f(x,j),
x(j)ADCRn, is bounded and Lipschitz-continuous in x on D if and only if non-negative constants Mf and lf
exist such that, for all (x1, x2)AD:

jjfðx;jÞjjpM f and jjfðx2;jÞ � fðx1;jÞjjplxjjx2 � x1jj. (8)

In other words, a Lipschitz-continuous function f(x,j) is limited in how fast it can change with x: The slope
of a line (in Rn) joining any two points on the graph (in Rn) of the function will never exceed its Lipschitz-
constant l.

3.3. Generalized first-order averaging (for discontinuous systems)

For vibro-impact problems formulated with kinematic impact conditions, the inherent discontinuities in
velocity preclude using standard averaging. However, a special form of the averaging theorem can be proved
[11], which holds for systems with small (i.e. O(e)) discontinuities in the state variables, i.e., instead of Eq. (5):

dx

dj
¼ �fðx;jÞ for jajp; j ¼ 0; 1; � � � ; xðjÞ 2 D � Rn; �51

xþ � x� ¼ �gðx�Þ for j ¼ jp, ð9Þ

where f is 2p-periodic (not necessarily continuous) in j, f and g are bounded and Lipschitz-continuous in x on
xADCRn, and x� and x+ are the states x immediately before and after the jth impact, corresponding to the
passage of j through the value jp. For that case the averaged system becomes, instead of Eq.(6) ([2,3,11] and
Section 5.1),

dx1

dj
¼ �ðhfðx1;jÞij þ p�1gðx1ÞÞ, (10)

where the subscript 1 indicates the first level of approximation to x, i.e. x ¼ x1+ex2+O(e2), so that the error
||x1(t)�x(t)|| is O(e) on the time-scale 1/e. The averaged motions x1 may themselves be determined at different
levels of accuracy, i.e. x1 ¼ x11+ex12+O(e2), of which Eq. (10) gives the first-order approximation x11, while
the second-order approximation(s) x12 (and x2) are derived in Section 5.

To transform vibro-impact problems into the form (9) may be non-trivial, in particular since for near-elastic
vibro-impact the discontinuity in velocity is not small. At least two transformations are then required: one for
transforming large discontinuities into small ones and the other for transforming the impact-free part of the
equations of motion into the form of the first equation in Eq. (9). Below we illustrate how this can be
accomplished for specific examples of vibro-impact systems.

4. Discontinuous transformation and averaging combined: examples

4.1. Harmonic oscillator with viscous damping and near-elastic impacts against a stop

Consider the system in Fig. 2, which is an extension of the harmonic oscillator with a stop in Section 2. Here
we assume inelastic impacts with a coefficient of restitution R slightly less than unity, linear viscous damping
in-between impacts with small coefficient b, and a stop situated a small distance D away from the equilibrium
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Fig. 2. Harmonic oscillator with near-elastic impacts, viscous damping, and a stop offset from the equilibrium of the spring.
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(without stop) of the spring at s ¼ 0. The motions are governed by

€sþ 2b_sþ s ¼ 0 for s4� D,

sþ ¼ s�; _sþ ¼ �R_s� for s ¼ �D, ð11Þ

with s ¼ s(t), given initial conditions s(0) and _sð0Þ, and:

0ob51; 0oð1� RÞ51; jDj51. (12)

The unfolding transformation (3) can be used also here, slightly modified:

s ¼ jzj � D; z�zþo0. (13)

Inserting this into Eq. (11) gives a transformed system in the new dependent variable z:

€zþ 2b_zþ z ¼ Dsgn z; za0,

zþ � z� ¼ 0; _zþ � _z� ¼ �ð1� RÞ_z�; z ¼ 0. ð14Þ

The main difference between Eqs. (11) and (14) is that in Eq. (14) the discontinuous jump in velocity at
impact (s ¼ �D or z ¼ 0) has been reduced to a small value (proportional to 1�R), while a small nonlinearity
(proportional to D) has emerged in the equation of motion valid in-between impacts (z 6¼0). Though Eq. (14) is
still nonlinear, it is only weakly so, which means that perturbation methods can be applied to calculate
approximate solutions as follows.

Considering terms in Eq. (14) having small coefficients as perturbations, the unperturbed system
corresponding to Eq. (14) is a linear undamped and unforced harmonic oscillator. This means that the method
of averaging can be used after having applied a standard van der Pol transformation (e.g. Refs. [2,16,20,21]):

z ¼ A sin c; _z ¼ A cos c; c ¼ tþ y, (15)

from which directly follows:

A_y ¼ � _A tan c; _c ¼ 1þ _y; €z ¼ _A= cos c� A sin c, (16)

where A ¼ A(t)40 and y ¼ y(t) denote the slowly changing amplitude and phase, respectively. Inserting
Eqs. (15) and (16) into Eq. (14) gives the following system in the new dependent variables A and y :

_A ¼ �2bA cos2 cþ D cos csgnðsin cÞ

_y ¼ 2b sin c cos c� D
A
j sin cj

9=
;; cajp; j ¼ 0; 1; � � �

Aþ � A� ¼ �ð1� RÞA�

yþ � y� ¼ 0

)
; c ¼ jp, ð17Þ

where impacts occur at c ¼ jp. With small parameters as assumed in Eq. (12), and assuming also Ab|D|, we
note from Eq. (17) that _A and _y are O(D, b), so that:

dA

dc
¼

_A
_c
¼

_A

1þ _y
¼ _Að1þOð_yÞÞ ¼ _AþOð _AÞOð_yÞ ¼ _AþOððD;bÞ2Þ,

dy
dc
¼
_y
_c
¼

_y

1þ _y
¼ _yð1þOð_yÞÞ ¼ _yþOð_yÞOð_yÞ ¼ _yþOððD;bÞ2Þ. ð18Þ
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Thus, to first order of accuracy of the small parameters, we can replace _A and _y with dA/dc and dy/dc,
respectively. Then Eq. (17) has the general form (9) with:

j ¼ c; xðjÞ ¼
AðcÞ

yðcÞ

( )
; �gðxÞ ¼

�ð1� RÞA

0

( )
,

�fðx;jÞ ¼
�2bA cos2 cþ D cos csgnðsin cÞ

2b sinc cosc� ðD=AÞj sin cj

( )
. ð19Þ

The condition under (9), that f and g should be bounded and Lipschitz-continuous in (A,y) ADCR2, is seen
to be fulfilled when D/A is bounded and Lipschitz-continuous in A; this holds true under the already stated
assumption Ab|D|.

With the conditions fulfilled, application of Eq. (10) with Eq. (7)–(17) gives the averaged system

_A1 ¼ �
~bA1; ~b ¼ bþ

1� R

p
,

_y1 ¼ �
2D
pA1

. ð20Þ

where the subscript 1 indicates a first-order approximate solution, asymptotically valid under assumptions
(12), and the effective damping constant ~b is seen to integrate the two dissipative effects present: inelastic
restitution during impacts and viscous damping in-between impacts. This linear system can readily be
integrated to give:

A1 ¼ C1 e
� ~bt; C140,

y1 ¼ �
2D

pC1
~b
e
~bt þ C2, ð21Þ

where the constants C1 and C2 are determined by initial conditions. Back-substituting this into Eqs. (15) and
(13) gives the approximate solution s1 for the original variable s:

s1 ¼ C1 e
� ~bt sin t�

2D

pC1
~b
e
~bt þ C2

� �����
����� D; 0otot�,

t� ¼ Oðminf ~b
�1
; jDj�1; ~b

�1
lnðC1jDj�1ÞgÞ, ð22Þ

where the time-horizon t* ensures the error in s1 to be of the same magnitude order as the small parameters (cf.
the error estimate under Eq. (10)), and that A1 4|D| (to ensure boundedness and Lipschitz continuity, cf. the
remark under Eq. (19)).

Fig. 3 compares this approximate solution with results of numerical simulation of the original equation of
motion (11) (using the built-in MATLAB-function ode23 with impacts handled by the event function feature),
for parameters as indicated in the figure legend. The equilibrium mass-to-stop distance D is positive for the left
figures (a, c) (corresponding to a unilateral clearance), and negative for the right figures (b, d) (i.e. the mass is
pre-compressed against the stop). For the upper figs. (a, b), the small parameters are of the order e ¼ 0.01, and
there is no discernible difference between approximate and simulated response. For the lower figs. (c, d), the
small parameters are 10 times larger, and at the end t ¼ t* (cf. Eq. (22)) of the time series there are visible
discrepancies of order magnitude 0.1 between the approximate and the simulated response. These findings are
consistent with the accuracy estimate given under Eq. (10), according to which the error at t ¼ t� ¼

Oð ~b
�1
;D�1Þ is of the same magnitude order as the small parameters, i.e. 0.01 for figs. (a, b), and 0.1 for figs. (c,

d). This highlights the asymptotic nature of the analytical prediction (22), which implies that the quality of
predictions declines as the assumption of small parameters (and Lipschitz continuity) fails to hold. Note,
however, that the quality of predictions at a given level of parameter-smallness can be systematically improved
by using higher-order approximations (cf. Section 5).

It should be recalled that the small parameters should be ‘‘small’’ as compared to the oscillation amplitude
A (cf. the discussion below (19)). When |s| drops below |D|, which occurs for tbt*, then the parameters can no
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Fig. 3. Impact oscillator position s(t), tA[0;t*], as obtained by the approximate analytical prediction (22) (in solid line), and by numerical

simulation of the original equation of motion (11) (dashed line), for initial conditions corresponding to (C1,C2) ¼ (1,0). Parameter values
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Fig. 4. Simple impact oscillator: mass in a clearance.
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longer be considered ‘‘small’’, and Eq. (22) will not provide a good approximation. This holds even for D40,
where |s|o|D|implies the mass does not hit the stop, and the system becomes linear with a simple exponentially
decaying harmonic solution. The nonlinear asymptotic solution (22) is incapable of reproducing this.

We have demonstrated how a discontinuous transformation followed by averaging can provide simple,
analytical predictions of the response of a strongly nonlinear vibro-impact system, provided the dissipation is
weak and the stop is situated near the equilibrium. Here the system was considered linear in-between impacts,
but this is not necessary. Weak nonlinearities could be added to Eq. (11) without causing additional
complications in the procedure; this is illustrated in Sections 4.3, 4.4, and 5.2.

4.2. Mass in a clearance

The motions of a free mass in a clearance 2D (Fig. 4) is governed by

€s ¼ 0 for jsjoD

sþ ¼ s�; _sþ ¼ �R_s� for jsj ¼ D, ð23Þ

where the impacts at |s| ¼ D are assumed to be near-elastic, 0o(1�R)51, while D can be arbitrarily large.
There will be discontinuous changes in velocity at the times of impact. To set up a suitable transformation for
eliminating or reducing these, we first note that for purely elastic impacts (R ¼ 1) the speed j_sj remains
unchanged between all impacts, i.e. the coordinate s will trace out a regular zigzag line in time. Such a folded
line can be described by standard trigonometric functions, for example:

PðzÞ ¼ arcsinðsin zÞ, (24)



ARTICLE IN PRESS

z

z

s

tΔ
−Δ

π/2

−π/2
2π 4π

1

0

-1

 Π  M

Fig. 5. (a) Function P(z) in Eq. (24) and its derivative M(z); (b) motions s(t) of the mass in a clearance for 0o1�R51, and its unfolding

z(t) as given by the transformation (25).

J.J. Thomsen, A. Fidlin / Journal of Sound and Vibration 311 (2008) 386–407394
which is depicted in Fig. 5(a). Thus, if a curve z(t) is a straight line, thenP(z(t)) is a zigzag line, 2p-periodic in z

(but not necessarily in t). Consequently, if z(t) is ‘‘almost’’ a straight line, i.e. z(t) ¼ c0+c1t+e(t), e51 then
P(z(t)) can be considered a slightly perturbed zigzag line. Conversely, if P(z(t)) is (close to) a periodic zigzag
line, then z(t) is (close to) a straight line, i.e., all the ‘‘zags’’ of P(z(t)) are mirrored about a line parallel to the
time axis, to create an unfolded line that is (close to) straight.

Now, when R ¼ 1, the variable s in Eq. (23) describes a zigzag line in time with period 4D=j_sj, where j_sj is the
constant speed. With near-elastic impacts, 0o1�R51, j_sj will decrease at bit at every impact, and so will the
slopes of the zigs and zags of s(t), which becomes a close-to-periodic zigzag line. Thus, as an unfolding
transformation for s we may use:

s ¼
2D
p

PðzÞ (25)

which was suggested by Zhuravlev and Klimov [11] for R ¼ 1, but here we use it even for RE1. From
Eqs. (24) and (25) it follows that:

_s ¼
2D
p

MðzÞ_z; €s ¼
2D
p
ðM 0ðzÞ_zþMðzÞ€zÞ for za

p
2
þ jp; j ¼ 0; 1; . . . , (26)

where MðzÞ ¼ dP=dz ¼ sgnðcos zÞ. Then, with Eqs. (24)–(26), the system (23) transforms into:

€z ¼ 0; zap
2
þ jp; j ¼ 0; 1; . . . ,

zþ ¼ z�; _zþ � _z� ¼ �ð1� RÞ_z�; z ¼ p
2
þ jp. ð27Þ

where it appears that the discontinuity in the velocity _z of the new dependent variable has been reduced to a
small value, proportional to (1�R). This also appears from Fig. 5(b), where z(t) describes a polygon with
small angles between the straight line segments, i.e. the changes in the slope of z(t) are much smaller than
those of s(t).

To transform (27) further into the general form (9), we first reduce to the required first-order form by
introducing a new dependent variable v ¼ _z, so that Eq. (27) becomes:

_z ¼ v

_v ¼ 0

)
; zap

2
þ jp; j ¼ 0; 1; . . . ,

zþ � z� ¼ 0

vþ � v� ¼ �ð1� RÞv�

)
; z ¼ p

2 þ jp ð28Þ
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or, eliminating time as the independent variable by dividing the second equation with the first:

dv

dz
¼ 0; zap

2
þ jp,

vþ � v� ¼ �ð1� RÞv�; z ¼ p
2
þ jp, ð29Þ

where z now takes the role of the independent variable. This system has the general form (9), and can thus be
averaged using Eq. (10) into:

dv1

dz1
¼ �

1� R

p
v1; v1 ¼

dz1

dt
(30)

which is a linear system with solution:

z1 ¼
p

1� R
lnðC1tþ C2Þ; v1 ¼

p
1� R

C1

C1tþ C2
, (31)

where the constants C140 and C2 are determined by initial conditions. The corresponding motion of the
original variable s(t) is then, by Eq. (25):

s ¼
2D
p

P
p

1� R
lnðC1tþ C2Þ

� �
. (32)

Fig. 6 compares the results of using the approximate first-order prediction (32) to results of numerical
simulations of the original system (23); it appears there is no discernible difference in results for the position
variable s(t). For the velocity _sðtÞ the difference is small but clear, and in fact very illustrative of the effect of
discontinuous averaging of systems with near-elastic impacts: The vertical lines for _s in Fig. 6 correspond to
impacts, where the velocity changes sign and its magnitude drops the small value 1�R. The horizontal lines in
the numerical solution (dashed) correspond to time intervals of free flight with constant velocity. In the
approximate solution, by contrast, there is no change in velocity magnitude after impacts; instead the change
is distributed over the time interval between impacts, keeping the average energy loss the same as for the
numerical solution. Thus the inaccuracy of the approximate solution for the velocity _s is of the order of
magnitude of the small parameters, while the inaccuracy in position s is even smaller.

4.3. Self-excited friction oscillator with a one-sided stop

Fig. 7(a) shows the classical ‘mass on moving belt’ model [30], though extended with a stop at the right,
which restricts motions to soD (the left stop is ignored in this section). Without stop(s) this system is often
used for illustrating friction-induced oscillations; for example Ref. [31] uses averaging to derive stationary
amplitudes for pure slip and stick–slip oscillations. With one- or two-sided stops, it models rubbing objects
with slipping parts, e.g., loosely mounted brake pads.

A typical non-dimensional model formulation is

€sþ s ¼ �hð_sÞ for soD; hð_sÞ ¼ h1 _sþ h2 _s
2 þ h3 _s

3; _sovb,

sþ ¼ s�; _sþ ¼ �R_s� for s ¼ D, ð33Þ
Fig. 6. Position s(t) and velocity _sðtÞ of a mass in a clearance 2D, as predicted by the approximate expression (32) (solid line), and

numerical simulation of Eq. (23) (dashed line); R ¼ 0.9.
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where s(t) is the displacement of the mass from the static equilibrium s0 ¼ m(�vb) at belt speed vb, the friction
law is a cubic Stribeck model with friction coefficient m(vr) ¼ mssgn(vr)�k1vr+k3vr

3depending on relative
interface velocity vr ([31,32] and Fig. 7(b)), ms is the static coefficient of friction, k1 the slope of the friction-
velocity curve at zero relative velocity, k3 the coefficient governing increased friction at higher velocities,
h1 ¼ 2b� k1+3k3vb

2o0, h2 ¼ �3k3vb, h3 ¼ k3, R is the coefficient of impact restitution, and b the linear
viscous damping ratio. Of interest here is the effect of impacts, so _sovb is assumed to avoid unnecessary
complications related to sticking motions ([31] consider stick–slip).

Assuming weak dissipation, the parameters h1, h2, and h3 are small. In addition we assume near-elastic
impacts, and a small distance from the equilibrium of the unstrained spring, i.e.,

0oð1� RÞ51; jh1;2;3j51; jDj51. (34)

To turn (33) into the form (9), we repeat the procedure from Section 4.1, and even start with
the same discontinuous transformation (13), though with a shift in sign since the stop is now sit-
uated s ¼+D:

s ¼ D� jzj; zþz�o0. (35)

Then, in the z-variable, every other oscillation of s and _s will be mirrored, so that if R ¼ 1 the
velocity-discontinuity at impact is eliminated, while for near-elastic impacts 0o(1�R)51 the dis-
continuity will be small, as illustrated in Fig. 8. Inserting Eq. (35) into Eq. (33), the transformed system
becomes:

€zþ z ¼ D sgn z� h1 _zþ h2 _z
2 sgn z� h3 _z

3 for za0; j_zjovb,

_zþ � _z� ¼ �ð1� RÞ_z� for z ¼ 0. ð36Þ
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Next, to turn Eq. (36) further into the form (9), we note that the first equation in Eq. (36) is quasi-linear, so
that the standard van der Pol transformation (15)–(16) can be used again, giving:

_A ¼ ðDþ h2A
2 cos2 cÞ cos c sgnðsin cÞ

�ðh1 þ h3A2 cos2 cÞA cos2 c

_y ¼ � D
A
þ h2A cos2 c

� �
j sin cj þ ðh1 þ h3A2 cos2 cÞ cos c sin c

9>>=
>>;; cajp; j ¼ 0; 1; � � �

Aþ � A� ¼ �ð1� RÞA�

yþ � y� ¼ 0; c ¼ jp

)
; c ¼ jp. ð37Þ

Under assumptions (34) and Ab|D| we find, using order analysis as in Eq. (18), that dA=dc ¼
_AþOððD; h1;2;3Þ

2
Þ and dy=dc ¼ _yþOððD; h1;2;3Þ

2
Þ, so that to first order of accuracy of the small parameters,

we can replace _A and _y with dA/dc and dy/dc, respectively. Then Eq. (37) has the general form (9), and (10)
can be used to calculate the averaged system:

_A1 ¼ �b̂A1 �
3h3A3

1

8
; b̂ ¼

h1

2
þ

1� R

p
,

_y1 ¼ �
2

p
D
A1
þ

h2A1

3

� �
. ð38Þ

This system is rather similar to Eq. (20) for the viscously damped simple impact oscillator, though, with the
important difference that in Eq. (38) the linear ‘‘damping’’ parameter b̂ can be also negative (if h1 is sufficiently
negative, cf. the definition of h1 below (33)). In that case, energy from the running belt is transferred
to the mass and the spring, leading to self-excited oscillations that may be stabilized by nonlinearities such as
the h3 term.

Though the system (38) is (weakly) nonlinear, we can easily determine the stationary solutions, which are
those of primary interest. By Eqs. (35) and (15) we have

s1 ¼ D� A1j sinðtþ yÞj (39)

and thus constant-amplitude solutions can be identified by letting _A1 ¼ 0 in Eq. (38). This gives a trivial
solution A1 ¼ 0 (where the mass does not move), and a non-trivial solution A1 ¼ A1N corresponding to
stationary oscillations,

A11 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
�

8b̂
3h3

s
. (40)

This solution is stable (i.e. q _A1=qA1o0 from Eq. (38) with A1 ¼ A1N) only when it exists, i.e. when b̂o0 for
h340, and in that case the trivial solution A1 ¼ 0 is unstable. In Eq. (40) the inelasticity of impacts is present
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only through the parameter b̂, which combines the dissipative effects of friction and impact (cf. (38)). In the
absence of impacts b̂ ¼ h1=2, and expression (40) for the oscillation amplitude reduces to the known
expression for the no-stick oscillation amplitude of a cubic friction oscillator [31]. Hence, the effect of near-
elastic impacts on oscillation amplitude is equivalent to that of linear viscous damping with coefficient
2=p
� �

ð1� RÞ (cf. (38)). Examining this equivalence further, it turns out that most of the (non-sticking)
analytical results derived in Ref. [31] for the system without stop also hold for the system with a one-sided
stop—provided the linear dissipation parameter b is replaced everywhere by the effective viscous damping
coefficient b̂ as defined in Eq. (38), and the low-speed slope h1 of the friction curve is replaced by the effective
value ĥ1 ¼ 2b̂� k1 þ 3k3v

2
b.

Substituting Eq. (40) into the second equation in Eq. (38), and solving the linear equation for y1, one finds:

y11 ¼
�2

pA11
ðDþ 1

3
h2A

2
11Þtþ y0, (41)

so that by Eq. (39) the oscillating stationary solution s1N can be written as

s11 ¼ D� A11j sinðo1tþ y0Þj; o1 ¼ 1�
2

pA11
ðDþ 1

3
h2A

2
11Þ, (42)

where y0 is an arbitrary constant phase, and the oscillation period is p/oN. This simple expression for the
oscillations of the strongly nonlinear vibro-impact problem with friction provides good agreement with
numerical simulation, even for larger values of |1�R|, as long as D is small. Fig. 9 shows an example, with
parameters (given in the figure legend) resulting in b̂ ¼ �0:0068 and A1N ¼ 0.60, and good agreement
between the approximation (42) (in solid line) and numerical simulation of the original equation of motion
(33) (dashed). With other parameters, the errors (i.e. deviations from numerical simulation) will decrease or
increase as the parameters assumed small in Eq. (34) become smaller or larger, respectively. Also, for fixed
parameters, the errors can be reduced by using a more accurate second-order analysis, the result of which is
shown dotted in Fig. 9, and discussed in detail in Section 5.2.

As it appears from Eq. (40) and Fig. 10 (solid line), the first-order approximation to the stationary
oscillation amplitude A1N does not depend on the equilibrium-to-stop distance D while numerical simulation
shows a clear increase of A1N with D (Fig. 10, circles). For small D the error resulting from this is O(D), which
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Fig. 9. Friction oscillator displacement s1N as a function of time t, comparing the analytic first-order prediction (42) (solid line), the

second-order approximation (81) (dotted), and numerical simulation of the original equation of motion (33) (dashed). Parameters:

h1 ¼ �0.02, h2 ¼ �0.1, h3 ¼ 0.05, R ¼ 0.99, D ¼ 0.05.
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Fig. 10. Stationary amplitude A1N as a function of the distance D from the (unstable) equilibrium of the mass on a moving belt to the hard

stop: The analytic first-order prediction (40) (solid line), the analytical second-order prediction (81) with (85) and (86) (dotted), and

numerical simulation of the original equation of motion (33) (circles). Parameters as for Fig. 9.
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is consistent with the error estimate under (10). For larger D the accuracy can be improved by using second-
order averaging (cf. Fig. 10, dotted line), which is discussed in Section 5.2.
4.4. Self-excited friction oscillator with a two-sided symmetrical stop

With a two-stop friction oscillator (Fig. 7(a)), we assume the static equilibrium of the mass on the running
belt to be in the middle of clearance 2D, but do not assume this clearance to be small. Motions s(t) are
governed by the non-dimensional system:

€sþ s ¼ �hð_sÞ for jsjoD; hð_sÞ ¼ h1 _sþ h2 _s
2 þ h3 _s

3; _sovb,

sþ ¼ s�; _sþ ¼ �R_s� for jsj ¼ D, ð43Þ

which differs from the one-stop system (33) only in the impact condition being changed from s ¼ D to |s| ¼ D.
However, this changes the character of solutions so that the mirror transformation (35), used for the one-stop
system, will not reduce the velocity-discontinuity to a small value. Instead we re-employ the transformation
(25), used for the problem of a free mass in a clearance:

s ¼
2D
p

PðzÞ (44)

with P defined by Eq. (24). Inserting this into Eq. (43) gives

€zþMðzÞPðzÞ ¼ �h̄1 _z� h̄2 _z
2MðzÞ � h̄3 _z

3; zap
2
þ jp; j ¼ 0; 1; . . . ,

_zþ � _z� ¼ �ð1� RÞ_z�; z ¼ p
2
þ jp, ð45Þ

where h̄1 ¼ h1; h̄2 ¼ 2Dh2=p; h̄3 ¼ 4D2h3=p2, and M(z) ¼ dP/dz. We assume a small energy input
(corresponding to a small negative slope of the friction characteristics), and small energy dissipation due to
friction and impact, i.e.,

0oð1� RÞ51; jh̄1;2;3j51; D ¼ Oð1Þ. (46)

Next we need to transform Eq. (45) into the general form (9) applicable for averaging. This time the van der
Pol transformation (15) will not do that, since when hitting two stops, motions of the mass cannot be
adequately approximated by slow amplitude- and phase-modulated time-harmonic functions. Instead we rely
on the well-proven general method of transforming weakly nonlinear differential equations into the first-order
form appropriate for standard averaging, that is: First solve the unperturbed system, then consider the free
constants of this solution as new time-dependent variables, and finally substitute the solution into the
nonlinear equations of motions to obtain the equations governing the slow evolution of these variables. For
classical weakly nonlinear oscillators, this approach results in the van der Pol transformation (15). Here, to
find a workable transformation, we consider the unperturbed system corresponding to Eq. (45), which can be
written in terms of a potential V:

€z0 þ
dV

dz0
¼ 0; V ðz0Þ ¼

Z z0

0

MðzÞPðzÞdz, (47)

where subscript zero indicates unperturbed variables. Multiplying by _z0 and integrating over time gives:

E ¼ 1
2
_z20 þ V ðz0Þ, (48)

where the potential energy V(z0) is p-periodic with each period defined by a positive parabola, and the
constant of integration E is the mechanical energy of the unperturbed system. This energy is limited by two
conditions: First the condition _z2040 with Eq. (48) gives E4V(z0), which implies E4maxðV ðz0ÞÞ ¼
V ðp=2Þ ¼ p2=8, and second we consider only slipping motions, i.e. _sovb, which with Eqs. (44) and (48), and
M2
¼ 1 implies Eop2

8
ð1þ ðvb=DÞ

2
Þ, hence:

1o
8E

p2
o1þ ðvb=DÞ

2. (49)
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Thus restricted, Eq. (48) gives the velocity of z0:

_z0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðE � V ðz0ÞÞ

p
. (50)

Then we use this solution for the unperturbed system as a basis for a transformation where E is considered
the new dependent variable, i.e. we let

_z ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðE � V ðzÞÞ

p
(51)

which gives:

E ¼ 1
2
_z2 þ V ðzÞ ) _E ¼ €zþ

dV

dz

� �
_z, (52)

or, substituting V from Eq. (47) and inserting into Eq. (43):

_E ¼ �h̄1 _z
2 � h̄2 _z

3MðzÞ � h̄3 _z
4; zap

2
þ jp; j ¼ 0; 1; . . .

Eþ � E� ¼ �ð1� R2Þ E� �
p2
8

� �
; z ¼ p

2
þ jp. ð53Þ

Dividing the first equation with _z and using Eq. (51), we obtain an equation where time is eliminated, and
instead z takes the role of the independent variable:

dE

dz
¼ �h̄1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðE � V ðzÞÞ

p
� 2h̄2ðE � V ðzÞÞMðzÞ � h̄3ð2ðE � V ðzÞÞÞ3=2; zap

2
þ jp,

Eþ � E� ¼ �ð1� R2Þ E� �
p2
8

� �
; z ¼ p

2
þ jp. ð54Þ

Under assumptions (46) the system has the general form (9), and can thus be averaged using Eq. (10),
giving:

dE1

dz
¼ qðE1Þ

qðE1Þ ¼ �h̄1
1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2E1 �

p2

4

r
þ

2

p
E1 arcsin

p
2
ffiffiffiffiffiffiffiffi
2E1

p

� �( )
�

1� R2

p
E1 �

p2

8

� �

� h̄3 2E1 �
p2

4

� �3=2

þ
3

4
E1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2E1 �

p2

4

r
þ

3

p
E2

1 arcsin
p

2
ffiffiffiffiffiffiffiffi
2E1

p

� �( )
. ð55Þ

Stationary solutions of this determine periodic oscillations of the mass on the belt with two impacts per
oscillation period. The physical meaning can be illustrated by considering the case h3 ¼ h̄3 ¼ 0 (which implies
h2 ¼ h̄2 ¼ 0), i.e. friction is monotonically decreasing with increased interface velocity. In that case increasing
amplitudes of self-excited oscillations cannot be limited by increased friction, but solely by the hard stops.
Then the mass gains energy during slipping and dissipates it during impacts. If the energy obtained during
slipping exceeds what is lost during impact, the total energy will increase. But the oscillation amplitudes
cannot exceed the fixed clearance width 2D, hence increased system energy can only go into increased velocity,
and correspondingly increased oscillation frequency. Thus, when friction-induced oscillations are first
initiated, their amplitude will build up until the mass starts hitting the stops, whereafter the frequency of
oscillations increase until a balance between gained and dissipated energy is attained.

To calculate the frequency of stationary oscillations, we first determine the corresponding stationary energy
~E1 as a solution of qð ~E1Þ ¼ 0. Then the corresponding oscillation period ~T (equal to twice the free-flight time
between two successive impacts) and frequency ~o ¼ 2p= ~T is calculated from Eq. (51), which is valid in-
between two impacts, zA]�p/2; p/2[:

dz

dt
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð ~E � V ðzÞÞ

q
) ~T ¼ 2

Z z¼p=2

z¼�p=2
dt ¼ 2

Z p=2

�p=2

dzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ð ~E � V ðzÞÞ

p (56)
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which, by inserting Eqs. (47) and (24) and integrating, gives:

~o ¼
2p
~T
¼ 2

p arcsin
p
2
=
ffiffiffiffiffiffi
2 ~E

p� �� ��1
. (57)

Fig. 11 illustrates how the stationary oscillation frequency computed by this expression increases with the
energy input parameter (�h1) for parameters as given in the legend. As it appears, the approximate results (in
solid line) agree asymptotically with numerical simulation (circles) of the original system (43) for small values
of |h1|, i.e. as the assumptions (46) are better fulfilled.

5. Second-order analysis

It is a common experience with nonlinear systems, demonstrated also by the examples in Section 4, that
essential system behavior is revealed by approximate analysis to the lowest (i.e. first) order. However, higher-
order analysis may be necessary when higher numerical accuracy is required, or if parameters that are assumed
small are not really so, or if certain phenomena are only revealing themselves at higher order. The general
averaging method for vibro-impact analysis described in Section 3 can be systematically extended to any order
of accuracy required, i.e. x ¼ x1+ex2+?, though the computational burden increases rapidly with accuracy
order. Of primary interest is here to improve the accuracy of the slowly changing variable x1, while increased
accuracy in the small and rapidly oscillating motions ex2 is interesting only by its effect on x1. In the first section
below, we derive second-order averaging results for a general vibro-impact system; this also proves the first-
order results stated in Section 3. Section 5.2 then provides, as an illustrative example, a second-order analysis of
the self-excited friction oscillator with a one-sided stop, which was analyzed to first order in Section 4.3.

5.1. Generalized second-order averaging (for discontinuous systems)

This general second-order analysis was first published in Ref. [2], and is summarized here for completeness,
proving the first-order result as well. It holds for the following general system, which is an extension of Eq. (9)
with second-order terms explicitly taken into account:

dx

dj
¼ �f1ðx;jÞ þ �2f2ðx;jÞ for jajp; j ¼ 0; 1; . . . ; xðjÞ 2 D � Rn; �51,

xþ � x� ¼ �g1ðx�Þ þ �
2g2ðx�Þ for j ¼ jp, ð58Þ

where f1,2 are 2p-periodic in j, f1,2 and g1,2 are bounded and Lipschitz-continuous in x on xADCRn, and
x� and x+ are the states x immediately before and after the j’th impact, corresponding to the independent
variable taking on the values j ¼ jp.

As with the standard averaging theorem [16], the first step in deriving approximate solution to Eq. (58),
which are asymptotically valid to order e2 as e-0, is to perform a near-identity transformation of the
dependent variable, i.e.,

x ¼ x1 þ �x2ðx1;jÞ þ �2x3ðx1;jÞ þ � � � . (59)
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The purpose of this is to obtain an autonomous equation for the slowly changing variable x1:

dx1

dj
¼ �E1ðx1Þ þ �

2E2ðx1Þ þ � � � , (60)

where x1(j) remains continuous during impacts, i.e. x1+ ¼ x1�. Inserting Eqs. (59) and (60) into Eq. (58) and
Taylor-expanding for small e gives:

�E1 þ �
qx2
qj
þ �2E2 þ �

2 qx2
qx1

E1 þ �
2 qx3
qj
þ � � �

¼ �f1ðx1;jÞ þ �2f2ðx1;jÞ þ �2
qf1ðx1;jÞ

qx1
x2 þ � � � ; jajp, ð61Þ

�x2þ þ �
2x3þ þ � � � � �x2� � �

2x3� � � � �

¼ �g1ðx1Þ þ �
2 qg1ðx1Þ

qx1
x2� þ �

2g2ðx1Þ � � � ; j ¼ jp. ð62Þ

Balancing terms with similar powers of e then gives the following equations for the unknown functions x2
and x3, respectively:

qx2
qj
¼ f1ðx1;jÞ � E1; jajp,

x2þ � x2� ¼ g1ðx1Þ; j ¼ jp ð63Þ

and

qx3
qj
¼ f2ðx1;jÞ þ

qf1ðx1;jÞ
qx1

x2 � E2 �
qx2
qx1

E1; jajp,

x3þ � x3� ¼
qg1ðx1Þ
qx1

x2� þ g2ðx1Þ; j ¼ jp. ð64Þ

This could be continued to the equation for xn corresponding to any order en�1 of accuracy, so that for nth-
order analysis one includes equations up to xn+1.

The above balancing of terms only makes sense if the functions x1 and x2 remain bounded in time; otherwise
terms of the same order of e would run into different magnitude orders after some time. We are at liberty to
impose restrictions on variables that will prevent this, since Eqs. (59) and (60) introduce more new variables
than present in the original system (58). Thus, to ensure that x1 and x2 are bounded, we may require the
average rate of change of these functions with j to vanish. For the function x2 the average using Eqs. (63) and
(7) becomes:

qx2
qj


 �
j
¼

1

2p

Z p�

0þ

ðf1ðx1;jÞ � E1Þdjþ g1ðx1Þ þ

Z 2p�

pþ
ðf1ðx1;jÞ � E1Þdjþ g1ðx1Þ

� 

¼ hf1ðx1;jÞij� E1 þ
g1ðx1Þ

p
. ð65Þ

Here the terms g1(x1) result from integrating qx2/qj over the impact times, using the second equation in

Eq. (63), e.g., at j ¼ p:
R pþ
p�
ðqx2=qjÞdj ¼

R x2ðpþÞ
x2ðp�Þ

dx2 ¼ x2þ � x2� ¼ g1ðx1Þ, where it should be recalled that

the slow function x1(j) remains continuous during impacts (cf. remark under Eq. (60)). Thus, according to
Eq. (65) the rate of change of x2 vanishes when:

E1 ¼ hf1ðx1;jÞij þ p�1g1ðx1Þ. (66)

Similarly, by Eq. (64) the condition for hqx3=qjij to vanish becomes:

E2 ¼ f2ðx1;jÞ þ
qf1ðx1;jÞ

qx1
x2 �

qx2
qx1

E1


 �
j
þ

1

2p
qg1ðx1Þ
qx1

ðx2�ð0Þ þ x2�ðpÞÞ þ
g2ðx1Þ

p
. (67)
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To calculate E2 we first need to determine x2 by integrating Eq. (63); this gives

x2 ¼

Z j

0

ðf1ðx1; ZÞ � E1ðx1ÞÞdZþ cðx1Þ; jajp,

x2þ ¼ x2� þ g1ðx1Þ; j ¼ jp, ð68Þ

where the function c(x1) can be chosen arbitrarily, e.g. by requiring the average of x2 between the
discontinuities to vanish, giving:

cðx1Þ ¼ �

Z j

0

ðf1ðx1; ZÞ � E1ðx1ÞÞdZ

 �

j
. (69)

With this inserted into Eq. (68) one finds that the term hðqx2=qx1ÞE1i in Eq. (67) vanishes, so that:

E2 ¼ f2ðx1;jÞ þ
qf1ðx1;jÞ

qx1
x2


 �
j
þ

1

2p
qg1ðx1Þ
qx1

ðx2�ð0Þ þ x2�ðpÞÞ þ p�1g2ðx1Þ. (70)

In summary, to second order the solutions of Eq. (58) are given by the first two terms of Eq. (59), where x1 is
the solution of the autonomous system (60), x2 is given by Eqs. (68) and (69), E1 by Eq. (66), and E2 by
Eq. (70). The accuracy of this approximation can be estimated as for standard averaging (cf. [2], Appendix V).
The error ||(x1+ex2)�x|| is O(e2) on the time-scale 1/e (on which scale the error of first-order analysis is O(e),
cf. Section 3.3).

A remark on the meaning of ‘‘approximation order’’ may be necessary. The first-order approximation to x

is given by the first term x1 of Eq. (59), while the second-order approximation to x includes also x2. But as
appears from Eq. (60), x1 per se can be calculated at varying levels of accuracy, i.e. x1 ¼ x11+ex12+O(e2). If
increased accuracy is in need, it is typically a better approximation for the slowly changing variable x1 that is
needed, while the increased accuracy in the small and rapidly oscillating motions x2 is interesting only by its
effect on x1. Thus, ‘‘the second-order approximation to x1’’ implies the determination of x1 with terms to order
e2 included.

Note that the first-order approximation to x1 (equal to x11 mentioned above) is determined from Eq. (60)
truncated at the first (e1) term, and with E1 given by Eq. (66). This system is identical to Eq. (10), and thus the
first-order averaging procedure for discontinuous systems used in Section 3.3 is also proved.
5.2. Example: second-order analysis of a self-excited friction oscillator with a one-sided stop

As an example we reconsider the friction oscillator with a one-sided stop of Section 4.3. To illustrate using
second-order analysis to calculate stationary oscillation amplitudes, we start from the van der Pol transformed
modulation Eq. (37) of the system, insert _y ¼ _c� 1 from Eq. (15), and divide the A equation with the resulting
c equation to obtain a system where c takes the role of the independent variable:

dA

dc
¼
ðDþ h2A2 cos2 cÞ cos csgnðsin cÞ � ðh1 þ h3A2 cos2 cÞA cos2 c

1� D
A
þ h2A cos2 c

� �
j sin cj þ ðh1 þ h3A2 cos2 cÞ cos c sin c

; cajp,

Aþ � A� ¼ �ð1� RÞA�; c ¼ jp. ð71Þ

With small parameters as assumed in Eq. (34), the expression for dA/dc has the form ef1/(1+ef2), whose
second-order Taylor expansion for small e is ef1�(ef1)(ef2). Thus Eq. (71) can be written in the general form
(58) with n ¼ 1, x ¼ A, j ¼ c, and

�f1ðx;jÞ ¼ �f 1ðA;cÞ

¼ ðDþ h2A2 cos2 cÞ cos c sgnðsin cÞ � ðh1 þ h3A2 cos2 cÞA cos2 c,

�f2ðx;jÞ ¼ �2f 2ðA;cÞ

¼ �f 1ðA;cÞ
D
A
þ h2A cos2 c

� �
j sin cj � ðh1 þ h3A2 cos2 cÞ cos c sin c

� 
, ð72Þ



ARTICLE IN PRESS
J.J. Thomsen, A. Fidlin / Journal of Sound and Vibration 311 (2008) 386–407404
�g1ðx�Þ ¼ �g1ðA�Þ ¼ �ð1� RÞA�,

�2g2ðx�Þ ¼ 0. ð73Þ

Next, to calculate an approximate solution of the form (59) to (60), i.e.,

A ¼ A1 þ �A2ðA1;cÞ þ �2A3ðA1;cÞ þ � � � , (74)

dA1

dc
¼ �E1ðA1Þ þ �

2E2ðA1Þ þ � � � , (75)

we use Eqs. (66), (68), (69), and (70) to compute:

E1ðx1Þ ¼ E1ðA1Þ ¼ hf 1ðA1;cÞic þ p�1g1ðA1Þ ¼ �
1

2
h1 þ

1� R

p

� �
A1 �

3

8
h3A3

1, (76)

cðx1Þ ¼ cðA1Þ ¼ �

Z c

0

ðf 1ðA1; ZÞ � E1ðA1ÞÞdZ

 �

c
¼ �

2

p
D�

14

9p
h2A2

1 � ð1� RÞA1, (77)

x2 ¼ A2 ¼

Z c

0

ðf 1ðA1; ZÞ � E1ðA1ÞÞdZþ cðA1Þ

¼ ðDþ 5
6
h2A2

1ð1þ
1
5
cos 2cÞÞj sin cj � 1

4
ðh1A1 þ ð1þ

1
4
cos 2cÞh3A3

1Þ sin 2c

þ
1� R

p
A1cþ cðA1Þ; cajp,

x2þ ¼ A2þ ¼ A2� � ð1� RÞA1; c ¼ jp, ð78Þ

E2 ¼ E2 ¼ f 2ðA1;cÞ þ
qf 1ðA1;cÞ

qA1
A2


 �
c
þ

1

2p
qg1ðA1Þ

qA1
ðA2�ð0Þ þ A2�ðpÞÞ þ p�1g2ðA1Þ

¼
D
p
ð�h1 þ

1

4
h3A2

1 þ
2

p
ð1� RÞÞ �

1

p
h1h2A

2
1 �

7

20p
h2h3A

4
1 þ

1� R

p
A1

1� R

2
�

14

9p
h2A1

� �
. ð79Þ

Stationary oscillation amplitudes A1(t) ¼ A1N are determined as the stationary solutions to Eq. (75), i.e. we
let dA1/dc ¼ 0 and solve for A1:

�E1ðA11Þ þ �
2E2ðA11Þ þ � � � ¼ 0. (80)

To find non-trivial solutions A1N6¼0, corresponding to self-excited oscillations of the mass, we let

A11 ¼ A111 þ �A121 þ � � � (81)

and Taylor-expand (80) for small e:

E1ðA111Þ þ �
dE1

dA11

����
A11¼A111

A121 þ E2ðA111Þ

 !
¼ Oð�2Þ. (82)

Balancing terms with similar powers of e then gives

E1ðA111Þ ¼ 0, (83)

A121 ¼
�E2ðA111Þ

dE1=dA1

��
A1¼A111

(84)

which on inserting Eq. (76) for E1 gives the non-trivial solution:

A111 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
�

8b̂
3h3

s
; b̂ ¼

h1

2
þ

1� R

p
(85)
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Fig. 12. Absolute error in stationary amplitudes as a function of the distance D from the (unstable) equilibrium of the mass on a moving

belt to the hard stop: Errors of the first-order approximation (40) (circles) compared to |D| (solid line), and errors of the second-order

approximation (81) (squares) compared to D2 (dotted line). Parameters as for Fig. 9.
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which is identical to the first-order approximation (40) already calculated in Section 4.3. The expression
for A12N in Eq. (84) is evaluated by inserting Eq. (79) for E2, and calculating the derivative of E1 by using
Eq. (76):

dE1

dA1
¼ �

1

2
h1 þ

1� R

p
þ

9

8
h3A2

1

� �
. (86)

Inserting particular values for R, D, h1, h2, and h3, one then calculates the second-order approximate
oscillation amplitudes A1N from Eq. (81), by first calculating the first-order approximation A11N from
Eq. (85), and to that add the second-order correction A12N given by Eq. (84) with Eqs. (86) and (79) inserted.

Figs. 9 and 10 illustrate how the second-order approximate results (dotted line) agree better with numerical
simulation (dashed line/circles) than does the first-order approximation (solid line). The quantitative
agreement between second-order results and simulation is seen to be good, though lesser so for the higher
values of |D|, as could be expected from the asymptotic nature of the predictions and the assumptions (34).

Fig. 12 shows the errors in stationary oscillation amplitudes as a function of D for the first- and second-
order approximations (circles and squares, respectively). As appears the errors are of the theoretically
estimated magnitude orders D (solid line) and D2 (dashed), respectively.

This section demonstrates that second-order discontinuous averaging analysis is applicable and more
accurate, but also much more elaborate.

6. Summary and conclusions

An extended form of first-order averaging can be used for analyzing near-elastic vibro-impact problems that
are linear or nonlinear in-between impacts. This can be accomplished by a discontinuous transformation of
variables that converts large velocity-discontinuities into small ones, followed by yet a transformation to
a system of a given standard form (9), which can be averaged. The first-order averaged system, as given by
Eq. (10), is a set of ordinary differential equations valid at all times. Typically it is much simpler than the
original system, so that established standard procedures can be used for deriving analytical expressions for key
properties such as stationary oscillation amplitudes and frequencies, or slow components of motion. This was
demonstrated above for unforced harmonic oscillators, and for self-excited friction oscillators with one- or
two-sided hard stops. Also, in Refs. [2,3] the same technique is used to analyze the responses for resonantly
excited harmonic oscillators with one- or two-sided stops. In particular when nonlinearities additional to those
caused by impact are involved, this procedure seems simpler than alternatives such as mapping or stitching
analysis. Also, compared to Ivanov’s original averaging approach [12], the discontinuous transformations
used with the present approach need not eliminate the impact discontinuities completely, but should just
reduce them to a value that is small compared to the impact velocities; this means the required transformations
are much easier to set up and interpret in physical terms.

Based on the extended averaging theorem for discontinuous systems [2,3], the procedure has stronger
mathematical support than the methods of harmonic linearization [1] and direct separation of motions [13].
The accuracy of obtained approximate solutions can be estimated a priori, and improved to any required order
by a systematic procedure. The paper presents first-order as well as second-order general procedures and
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results, and demonstrates by several examples that errors are of the estimated small magnitude order, when the
assumptions for this are fulfilled. First-order analysis is reasonably simple and may be accurate enough for
many purposes, as illustrated in the examples. Higher-order analysis is considerably more elaborate, though
strictly systematic and to some extent automatizable using symbolic computation software.

The key step and problem in using discontinuous averaging for vibro-impact problems is to find a suitable,
discontinuity-reducing transformation for the application at hand. The example systems and transformations
used for illustration in this paper and in Refs. [2,3] are varied, and may cover a broad range of applications, as
well as providing starting points for quite other types of systems. However, it would be useful to more
systematically identify different classes of vibro-impact systems, and finding corresponding workable
transformations. Also, with the present paper focusing on describing the procedure and illustrate its use, it
seems relevant in the future to compare it with alternatives, considering aspects such as range of applicability,
accuracy, reliability, and ease of use.
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